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Privacy-law aspects of 
Artificial Intelligence
We learn by making mistakes, is how the saying goes. 
This applies for a self-learning AI application as well. 
The logic of a self-learning AI application is not 
pre-programmed, but is given shape within an 
artificial neural network that is fed with examples, 
from which the system then learns. These examples 
can contain privacy-sensitive information. At a certain 
point, the application has learned enough; in other 
words, it is ‘mature’ enough to go ‘live’ and can 
actually start playing a role in the real world. The 
application may be used to operate a car, for instance, 
in which new data are in turn collected. Certain 
parties involved in the development of self-driving 
transport, such as Alphabet with subsidiary Waymo 
(Google), are suspected of ultimately being less 
interested in selling self-driving cars than in  
collecting the data that are generated about the 
driver and cashing in on those data. An AI application 
can also be used to take decisions that have a certain 
impact on a person’s private life, for the selection of 
potential defrauders, for instance, or in screening job 
applicants. So it is high time to examine the  
privacy-law aspects of self-learning applications.

Framework
Any discussion of privacy will quickly arrive at a mention 
of the General Data Protection Regulation (GDPR). The 
GDPR took effect throughout the European Union on 25 
May 2018 and provides rules for the (automated) 
processing of personal data. This type of privacy  
regulation arose in the 1970s when it became clear how 
easy it was to store and further process large volumes of 
data using computers. The GDPR is meanwhile quickly 
becoming the international standard for regulations on 
data processing.1

Because of the attention garnered by the GDPR, one 

might think that this European law is the only privacy-
law framework which society needs to deal with in the 
development and application of artificial intelligence. 
That is not entirely correct. Privacy as a fundamental 
right has long been anchored in numerous international 
treaties, as well as in the Dutch Constitution. The 
fundamental right to the protection of our private life 
encompasses much more than the rules on processing 
personal data and can emphatically also be relevant for 
AI applications. This article first discusses AI in relation 
to the GDPR, before discussing AI in relation to the 
fundamental right to privacy.

Datasets 
Whether an AI application is trained on the basis of 
supervised learning, unsupervised learning, reinforce-
ment learning or some other learning method, data are 
always needed to train and develop the automated 
system, so that it can subsequently go to work  
independently. The GDPR interprets the term ‘personal 
data’ broadly, so that the GDPR will apply to many 
datasets.2 This presents the following challenges:

• �Based on the GDPR, personal data can only be  
collected for well-defined, explicitly described and 
justified purposes and the data may not be subsequently 
further processed in a manner inconsistent with those 
purposes. Data subjects must also be informed about 
that use and their permission may be required. The 
data system behind an AI application is often complex 
and seldom transparent. Aggregate and enriched data 
originating from multiple sources are used. In practice, 
the obligation of purpose limitation and duty to inform 
are therefore perceived to be difficult or even  
impossible to fulfil.3

• �According to the GDPR, personal data must be  
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sufficient, fit for purpose and necessary for the purpo-
ses for which they are processed. The development of 
AI applications often benefits from large datasets. The 
trick is maximal data processing rather than minimal 
data processing. Although some techniques, like 
generating synthetic data or using Federated Machine 
Learning, can help limit the processing of personal 
data, there is no simple solution that eliminates the 
fundamental tension between the principles of the 
GDPR (few data) and AI applications (many data).4

When using AI applications, one must also be aware that 
AI applications are capable of discerning patterns in the 
dataset that humans would not be able to discover. As a 
result, ‘innocent’ data can become ‘sensitive’ data in the 
hands of an AI application. For instance, an AI applicati-
on could be able to conclude a person’s political leaning 
or medical condition from what appear to be innocent 
data. It is also conceivable that an AI application could 
convert what appears to be anonymous information into 
data identifying an individual by name. Recent research 
also shows that self-learning AI applications do not 
quickly forget rare and sensitive training data and that 

they can unintentionally produce these data in live 
environments.5 

Automated decision-making
Automated decisions are being taken all around us. For 
example, the question of which advertisement you are 
shown online or the amount of the supplement to which 
you are entitled according to the tax authorities’ website. 
The advantages are unmistakable: speed and consistency. 
It is suspected that most of the decisions in the sense of 
the General Administrative Law Act (Awb) are taken via 
an automated process.6 

The GDPR contains a few specific rules on automated 
decision-making. First of all, an individual must be able 
to know that automated decision-making is being used. 
That is why the controller has the obligation to inform 
the data subject about this.7 Part of this duty to inform is 
that the data subject must be informed about the 
‘underlying logic’ of the application. This does not require 
that the algorithm’s functioning be explained in (techni-
cal) detail or that the algorithm be published. It must be 
made clear in a comprehensible manner, however, how 

“Privacy as a fundamental right 
has long been anchored in 
numerous international treaties, 
as well as in the Dutch Constitution.”
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the AI application works and on the basis of what criteria 
a decision is arrived at.8

The data subject also has the right not to be subjected to 
a decision based exclusively on automated processing 
which has legal effects for him or which otherwise affects 
him substantially.9 Although this article is formulated as a 
‘right’, according to the European privacy regulators, 
there is a de facto general prohibition on fully automated 
decision-making, notwithstanding exceptions.10 The 
termination of an employment contract exclusively on 
the basis of an automated decision is therefore prohibi-
ted. Targeted advertising based on profiling will generally 
not have a significant impact on the data subject and 
consequently does not generally fall under a prohibited 
form of automated individual decision-making.11

Automated decisions are usually reached on the basis of 
pre-programmed decision rules. In that case, it is 
relatively easy to inform users about the ‘underlying 
logic’ of the system and to monitor whether the system 
has arrived at a qualitatively good decision. It can be 
more difficult to satisfy these obligations if an AI applica-
tion, trained on the basis of data, has taken the decision.

In that case, the relationship between the input and the 
ultimate output (the decision) is more difficult to trace 
– including for the developer of the application. After all, 
the decision-making becomes a kind of black box.12 For 
example, an AI system developed by an insurer decided 
that drivers of red cars should have to pay a higher 
premium than drivers of cars of other colours.13 This 
brings me to the second legal framework.

Privacy as fundamental right
The European Court of Human Rights (ECtHR) interprets 
the right to privacy as contained in Article 8 of the 
European Convention for the Protection of Human Rights 
and Fundamental Freedoms (ECHR) broadly. Based on 
that, citizens not only have a certain right to be left alone 
by the government, but they also derive from that a right 
to personal development. The ECtHR also tends to draw 
other fundamental rights within the scope of Article 8 

ECHR, such as the right not to be discriminated against 
and the freedom of speech.14 Finally, the right to privacy 
is not only relevant in constitutional and administrative 
law (vis-à-vis the government), but the right can also 
inform private-law legal relationships (between citizens 
and businesses), the so-called horizontal effect of 
fundamental rights.

We have now discovered that many datasets are not 
neutral, but reflect societal prejudices and socio-econo-
mic inequalities. An AI application quickly adopts this 
predisposition, possibly in reinforced form. Amazon, for 
instance, used an application to assess CVs but it 
emerged that the self-learning program had a conspicuo-
us preference for men.15 This problem is known as 
‘garbage in, garbage out’ or ‘bias in, bias out’. 

The European privacy regulators expect controllers that 
use AI applications to frequently audit their algorithms 
and datasets for possible prejudices and other discrimina-
tory elements that could be contained in them.

Finally, AI technologies, like many other digital techno
logies, often use insights derived from neuroscience and 
psychology with the aim of getting users to spend time 
and money in a virtual environment. Examples are the 
automatic modification of content based on profiles and 
the Fear Of Missing Out (FOMO) principle. It is not 
inconceivable that the use of such technologies could, 
under certain circumstances, be in violation of the right 
to privacy as interpreted by the ECtHR. The alternative is 
also conceivable: that, on the basis of Article 8 ECHR, a 
person could claim a right to access to a friendly and 
helpful care robot.16

Conclusion 
Self-learning AI applications thrive best in data-rich 
environments. It is therefore no surprise that this 
category of artificial intelligence raises countless  
privacy-law questions, especially since the regulations on 
data protection were themselves introduced relatively 
recently. To some extent, the problems are the same as 
the problems of any big data collection. Where AI 

“One must also be aware that AI applications are 
capable of discerning patterns in the dataset 
that humans would not be able to discover.”
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applications are to take decisions themselves, additional 
questions arise, for instance about how the duty to 
inform is fulfilled and how the rules for automated 
individual decision-ma-
king are applied. Depen-
ding on the application 
and the circumstances of 
the case, issues relating to 
fundamental rights (privacy) can also arise.

Points for attention:
• �Self-learning AI applications process large volumes of 

personal and other data so the GDPR must remain a 
constant point of attention in the development of these 
applications. There are no simple solutions; in a 
general sense, the advice is therefore to always make a 
careful, expert and documented consideration. 

• �The GDPR stipulates specific obligations for the use of 

automated individual decision-making. It is relatively 
more difficult to satisfy these obligations with 
self-learning AI applications than with the use of 

traditional applica-
tions based on 
decision rules; 
however, it is not 
impossible.

• �The fundamental right to protection of one’s private life 
is interpreted broadly by the European Court;  
consequently, this right can also be relevant for the 
application of artificial intelligence. For example, if an 
AI application would result in discrimination or 
exclusion, if personal autonomy were impaired as a 
result, or if an AI application would have such positive 
effects for personal development that a claim to a right 
to access these applications could arise.
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“Additional questions arise, for instance about 
how the duty to inform is fulfilled.”


